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Molecular-dynamics simulation of the smecticA* twist grain-boundary phase
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In this paper we present the results of extensive molecular-dynamics simulations of a model of liquid
crystals, in which a twist is imposed on the direction of preferred orientation. On quenching the system from
a twisted nematic phase to a state point within the smécfitrase, we observe a structure which corresponds
closely to that of the smecti&* twist grain-boundary phase. We investigate this structure by means of director
and structure factor profiles, and also develop a technique for automatically locating screw dislocations.
Applying this technique to the configurations from our simulations, we obtain a defect distribution which is in
qualitative agreement with theoretical predictiof$$1063-651X98)02505-7

PACS numbsgfs): 61.30.Cz, 61.30.Jf, 61.20.Ja, 83.20.Jp

[. INTRODUCTION domain there is smecticlike one-dimensional translational or-
der, and the direction of preferred ordering, or directolies
In 1989, Renn and LubenskiRL) predicted the occur- parallel to the layer normaN. At each domain boundary,
rence of a novel liquid crystalline phase in systems of chirahowever, bothn and N undergo a discrete rotation through
mesogens, the twist grain-bounddfyGB) phase[1]. This  an angleAd. This rotation is mediated by a set of equi-
discovery, together with the first experimental observation ospaced, parallel screw dislocations with orientation between
the phase which was made at around the same [@he the layer normals on the two sides of the interface. These are
generated a great deal of interest. The RL theory was motikopological defects in the ordering fielt on encircling one
vated by a close correspondence between the mathematiasfl the defects, one picks up a phase change®fi2 ¢, so
description of the normal-metal to superconductor transitionthat the arrangement of the smectic layers in the vicinity of
and that of the nematid\) to smecticA (S,) liquid crystal.  each defect resembles a spiral. In the RL theory, the system
Both transitions are described by a complex order parametés assumed infinite in the directions perpendicular to the
#(r): in a superconductor this is the complex amplitude oftwist, and the defects form a regular array of infinite lines a
Cooper pairs, and in a smectic liquid crystal it represents theistance/y apart. The layer spacing remote from the defects
periodic modulation of the nematogen density, correspondis do. As the defect line is approached, the degree of trans-
ing to the layers. In the latter case, the deviation of the localational ordering /| tends to zero over some radial distance

single-particle density from its average value is ~ £, An idealized representation of the geometry of a single
interface is shown in Fig. 2.
p(r)—=(p)=(r)+4*(r), The first experimental evidence of the TGB phdgé

consisted of optical and x-ray studies of a series of chiral
i.e., itis real, but characterized by an amplitude and a phaseénesogens, which indicated the presence of both helical ori-
Phenomenological mean field theories of a superconductor in
zero magnetic field, and thd— S, transition for uniaxial
molecules, are based on a free energy functictiat(r)] of
the order parameter. Imposing the relevant symmetry on this
functional (gauge invariance in the case of superconductiv-
ity, rotational invariance in liquid crystgl$eads to identical
mathematical forms fof ¢(r)], so there is complete corre-
spondence between the theories. RL extended the supercon-
ducting analogy to include the effects of molecular chirality. _é

> -

In doing so, they discovered ti&* TGB phase. This is the Is
liquid crystalline analog of the Abrikosov flux lattice occur-

ring in weakly correlated(type Il) superconductors. The

phase behavidfas a function of molecular chirality and tem-

peratureé depends on the penetration depth and correla-

tion length &, which are phenomenological constants in the

RL theory. For a Ginzburg parameteg=»\,/&> 1/\2, the

TGB phase intercedes between the chiral-nematic and F|G. 1. Domain structure of the TGB phase, showing the grain
smecticA phases. The TGB phase, as illustrated in Fig. 1poundary angleA 6, smectic domain width’s, and layer spacing
consists of a set of domains along the twist axis. Within each,.
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I . access to dynamical properti@dthough here we concentrate
| < > | mainly on analyzing static structyreand partly because of
the comparative ease and efficiency with which MD can be
v parallelized. The majority of our simulations were carried
‘ [ 1 out on the Edinburgh T3D parallel supercomputer, using the
| ‘ domain decomposition MD prograGBMEGA [9]. The mo-
\

: ? j_ lecular model employed is the well-known Gay-Berne poten-
| ' ' tial [10]. Chirality is imposed as in a twist cell, by the use of
! i f d specially modified periodic boundary conditions. Large sys-
\ 0 tem sizes are employed to allow the use of a realistic degree
‘ i | § g T of twist, and reduce the effects of the boundary conditions in
i ‘ ' the directions perpendicular to the twist axis. The transla-
‘ } ‘ tional and orientational ordering we observe in our system
‘ correspond qualitatively with the RL picture, and so we be-
lieve that this work represents the first computer simulation
) _ __of the twist grain boundary phase. A particularly interesting
_ FIG. 2. Idealized strupture of an |nte_rface between two d_omalnsdspect of the TGB structure is the topology of the smectic
in the TGB phase, showing the separatignbetween screw dislo- |avers at the interface between regions of different smectic
cation defects. orientations. In the RL theory, each interface contains a regu-
lar array of twist defects. We have developed a technique for
entational order and smectic order. Subsequent experimenggarching through molecular configurations for this kind of
[3-5] probed the temperature dependence of the chiral pitciiefect, and have found several convincing examples in con-
and measured the static structure factor, hence providing dtfgurations at the lowest two temperatures we studied. We
estimate of the smectic layer spacing, a lower bound on thBave attempted to characterize the ordering in the neighbor-
range of translational correlations within smectic domains100d Of these defects.

and the width of domain boundaries. Finally, electron micro- The organization of this paper is as follows. In Sec. II, we

. : ; give details of the model and simulation techniques used.
?r::pghrziaf gfjﬁg;:;gﬁ;:epg%niﬁfg;?;’gesdp:lﬁgates of The TGB phase is distinguished by the behavior of the mo-
d .

- - . DL lecular orientation and smectic layer normal as a function of

The pOSS|b_|I|ty of twist grain bouno_larles l_n:h|ral IquId_ distance along the twist direction. In Sec. lll, we define the

crystals was first suggested by Pd@|in relation to experi-  profiles of nematic order parameter and structure function
ments on a liquid crystal in a twist cell, i.e., in a sample yhich we use to characterize this behavior, and present these

bounded by plates favoring molecular alignment alongxthe resuits for each of the state points studied. This is followed

direction on the top surface and alopgon the bottom sur- jn Sec. IV by a discussion of diffusion profiles, which we
face. The twist In the dII’eCtor f|e|d about thEﬁXIS |nduced measure primar”y to check that no parts of the System have
by the director pinning can be detected as a nonzero trangpjidified. In Sec. V, we describe our simulated annealing
mitted intensity when the cell is placed between crossed poechnique for finding defects in molecular configurations,
larizers. Patel found that the twist perSIStS below the norm%nd app'y th|S to investigating the structure of the domain
N— S, transition temperatur&y, while at the same time poundaries. We conclude in Sec. VI with a summary of our

the presence of focal conic textures suggested smecticlikgssults, some comparisons with experiment, and possible di-
ordering. Strain-induced TGB structures have also been olyections for future work.

served in suspensions of the bacteriophag@fdThe length

of fd particles, about 8800 A, is sufficient to allow direct [l. SIMULATION METHOD
observation of the block domains via differential interference
contrast microscopy.

Several approaches to modeling of the TGB system might A fully atomistic simulation of a system of chiral me-
be considered. One of these would be to attempt an exasbgenic molecules is clearly out of the question, certainly for
numerical solution of the mean field theory, i.e., minimiza-the system size needed in order to study the TGB phase. The
tion of the RL free energy functionaf| ]. Even in mean use of a soft potential is preferred over reference hard-
field theory, the detailed phase behavice., the dependence particle systems such as spherocylinders, since paralleliza-
of the parameterg’y, /s, andA 6 in Figs. 1 and 2 on tem- tion of hard-particle MD is difficult. We choose the well-
perature and molecular chiraljtgan be calculated only ap- known Gay-Berne (GB) model [10]. In this model,
proximately by analytical methodd]. In principle, lattice molecules are represented by single sites, each with an ori-
simulations could be used to determine the mean field phasentation vector and position vector;, i=1, ... N, which
diagram exactly, although this would be computationally ex-nteract via an anisotropic pair potential,
pensive.

A. Definition of model

Our approach is somewhat different. Instead of using a v°8(e €, rij)=4e(8 8 arij){9712_976}1
coarse-grained model, we carry out molecular dynamics .
(MD) on a system of particles which incorporates the essen- _nhj—o(e,g 1)+ oo
tial features of chirality and anisotropic interactions. We re- e= oo :

strict our attention to a small number of state points, and _ _ _ _ _
look for evidence of TGB formation. Molecular dynamics is The diameter functiowr depends on the relative orientations
preferred to Monte Carlo simulation, partly because it allowsof the molecules and the unit vectﬁrzrij Irij:
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(&- ;ij +e- ;ij)z equilibrium value of the_ pitg:h for a given molecglay s_tructure
_— at the chosen state point, in the thermodynamic limit. More-
1+xe- g over, states of very different pitch are separated by a large
]—1/2 free energy barrier, so that transitions between them will be

. X
U'(Q ,eJ' ,I’ij)=a'0{l—§

+(Q'fij_e]'Fij)2

I rare events. One way in which these problems might be over-
—X& €

come would be to allow the dimensions of the simulation
with shape anisotropy parametgr=(x?—1)/(x?+1): « box to change contlngously, fqr mstancg by using Nose
Hoover volume dynamics or by incorporating constant pres-

- U‘tfre]/;zsr'] di?)tg,n%s?j:ia?r?eltse:h‘(la'hse;dv(\a/;:tl)z ('jsédfh ?L?}T;il’sgnd sure Monte Carlo moved5]. In practice, we rejected these
Tee ) P methods, since long equilibration times would still be re-

gﬁgigﬁzsot%;r}grﬁla“ve orientations of the two moleculesquired’ and a continually changing box shape would make it

harder to define and average the spatial profiles we need to
characterize the ordering in the twisted system. Instead, we
use the twist-cell geometry with an achiral molecular model:
we prepare a uniformly twisted configuration with a chiral

e(e,g,Nj)=¢cole’(8,6,r)]*x["(e,6)]1",

&' (6,6, =1— X (q'r‘j+ej'rij)2+ (-1 —8-y)° _ pitch consistent with the periodic boundary conditions. Al-
2 1+x'e-g 1-x'e-g though an untwisted state of lower energy existéth the
director pointing along the original twist a)jghe chiral axis

e’(e,8)=[1-x%e- )] 2 and pitch can usually be maintained indefinitely, since es-

. ] cape of the director field toward uniform alignment involves
with  well-depth  anisotropy ~ parametersy’=(x'"*  (rossing a free energy barrier of states with large splay or
—1)/(""#+1); k' =sgs/eee. The two quantitiessss and  pend energy. As we shall see, this stability holds for the
cee are, respectively, the side-by-side and end-to-end welariant of the Gay-Berne potential we use here.
depths. Throughout this paper we usg and ¢, to define We make use ofwisted periodic boundary conditions
reduced units of length and energy, i.e., effectively we sefTPBC's): each periodic image of the cuboidal simulation
oo=1 andeo=1. The corresponding unit of temperature is cell along thez axis is rotated throughr/2 with respect to
go/kg, wherekg is Boltzmann’s constant. In the same way, the las{16]. This rotation is incorporated into the calculation
we_set the molecular massi=1 and the combination of the forces between pairs of particles in different periodic

\/mcroz/so defines a reduced unit of time. images, and also when replacing particles which have left the
It is usual to apply a spherical cutaff,, and so in prac- basic cell in thet z directions. In the latter case, the vectors
tice one uses the cut and shifted Gay-Berne potential describing the particle velocity and angular velocity are ro-
tated, as well as the position and orientation.
v(&,6,r)
voB(e 8 1rij)_UGB(q € ,rcuﬂ:ij)7 T eut B. System size, state points, and run details
B 0, Fii>Tcut An important determinant of the physical realism of our

model is the ratio of the pitch to the smectic layer spacing,

The phase diagrams of several variants of this model have/d,. This quantity varies widely among different experi-
been extensively studig¢d1-13. The version we use here is mental systems. In studies of the fd vif@, A/dy~ 10, but
k=4.4,k'=20,u=1, andv=1, with a spherical cutoff at these are flexible, highly elongated particles with a length-
r = 5.50¢. This particular parametrization is somewhat pe-to-diameter ratid_/D~130. In the original experiments on
culiar in that the well depth at the equilibrium separation inmesogenic moleculd®], typically A/dy~100. Our particle
the side-by-side arrangement is less than for the end-to-enflodel has length-to-width ratie=4.4, much closer to the
and side-to-end configurations. We choose it since previougolecular value than to one appropriate for fd, and the smec-
studies[14] showed that there is a large region in the phaseic layer spacing is of ordet,~40,. We use a cuboidal box
diagram where the smect-phase is stable. At the chosen with sidesL,, Ly, andL,; the TPBC’s require equal trans-
reduced density opo3=0.16, the phase transitions occur at verse box lengthk,=L,=L, . We setl,~800,, so that the
the following reduced temperatur@s =kgT/e: pitch is \ =320, i.e., N\/dy=80, in reasonable correspon-
dence with the molecular experiments. The principal effect
of finite L, is to restrict the number and orientation of ac-
cessible smectic layers to a discrete set commensurate with

The Gay-Berne potential itself is achiral and, on its own, will "€ PoX. The transverse wave vectérsconsistent with the

not lead to any chiral phases. In principle, molecular chiralityP€rodic boundary conditions are

could be introduced explicitly, by adding a chiral term to the 2

site-site potential, or by rigidly joining Gay-Berne units to kL:_(nx)2+ ny)A/). 1)

form chiral “molecules.” The problem with this approach is L.

that in any computer simulation of a phase with long range

chiral ordering(such as the twisted nematic or TGB phaseswheren, andn, are integers. In the RL theory,, is as-
which interest ug the periodic boundary conditions restrict sumed infinite, and the set of accessible wave vectors is a
the chiral pitchn to a discrete set of valudfractions of the  continuum. This is also a good approximation for the experi-
box length. These values will not, in general, match the ments mentioned in Sec. I, in which the transverse sample

T*=16 T*=11 T*=0.6
Isotropic — Nematic — Smectic — Solid.
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dimensions are large. It is important to make reasonably TABLE I. Simulation details.

large in the simulations, since we shall be examining the

structure factor as a function affor evidence of TGB for- N 21000 84 000
mation, and want to be sure that any separation we see infa. 40.34 80.67
smectic domains with distinct orientations is a real effect and-| 80.67 80.67

not simply an artifact of the boundary conditions. In fact, we_,

performed two independent sets of simulations, one with Run length/1000 steps

L, =L /2~400,, and the other doubled in theandy di-  + 40 50
rections, i.e., with., =L ,~800,. The corresponding system 1.2 _ 40
sizes areN=21 000 andN=84 000. We studied two tem- +© 120 60
peratures abovéy s for the untwisted system, and three be- 8'2 igg 65

low it.

The starting configurations for the runs were prepared in
the following mannerN=5250 particles were placed on the
sites of a simple cubic lattice at a low densitw(g’= 0.02) in
a box with relative dimensions 1:1:4, their orientations lying
in the xy plane and uniformly twisting along theaxis. The
particles were each given random initial displacements of 0.
lattice spacing, and a rotation about a random directiorb
through an angle up to 0.3 rad. The system was graduall
compressed to the required densityr(3)=0.16. This was
done using an MD run, with isotropic rescaling of coordi-
nates at regular intervals. A constant kinetic temperature

*=1.4 was maintained through scaling of angular and A. Definitions

translational velocities at each time step. In reduced units, We now define the functions we use to characterize the

the time step waf\t=0.0025. Throughout this procedure, . . X . !
: . . . L : variation of the orientational and translational ordering along
the twisted orientational ordering was maintained using an o . .
. the twist directionz. We assume that any domain boundaries
extra field . ; . )
that form are oriented perpendicularzpin accordance with
N theory and experiment; our results will show that this is in-
Daign=v02, {3[&-n(z)]*~ 3}, deed the case. o _
=1 To characterize the orientational order, we use profiles of
the second-rank order tensor. These are calculated in the
usual way, as averages over the particles lying within each

) profile bin of specified width5z aroundz,:

the time scale for the motion of boundaries between differ-
ently ordered regions is very long. Ideally, to check equili-
bration one would carry out several independent quenches
rom the twisted nematic phase, but this is very expensive. A
easure of confidence in the validity of our results can be
btained by comparing the independent simulations of the
¥wo different sized systems. We return to this in Sec. VI.

Ill. ORIENTATIONAL AND TRANSLATIONAL ORDER

with

w4

2L,

X+ sin y.

3 7z
n(z)=co 2_LZ

As the density increased, the magnitude of the field was pro-
gressively reduced so as to maintain the overall nematic or-
der parametefdefined in Sec. I)l within 10% of the known a,B=X.Y,Z,
value for the untwisted system at this state point. The system

was equilibrated for a further 50 000 steps with no external 1 when|z— 2z < 62/2

field, to check for any instability toward an untwisted state. A(zi=zpin) = 0 otherwise

2X2Xx1 periodic images were combined to produce a '

21 000-particle configuration with box sides in the ratio andNy,,=3;A(z— zy,) is the number of molecules falling
1:1:2, which was used as the starting point for further runsyithin this range. We choose values zf, at intervalssz.
The final configuration from th&™* =1.4 simulations was we then diagonaliz&, () to obtain the nematic order
doubled up again in they directions to produce the cubic parameteiP,(z,;,) (the highest eigenvalii@nd the director
starting configuration for the 84 000-particle runs. n(zy,,) (the corresponding eigenvectas functions ofz;,.

A summary of the run parameters and lengths of thesgsenerally,n is close to thexy plane. The orientation within
runs is shown in Table I. In the set of runs with=21 000,  this plane is defined by

the simulations af* =0.8 and 0.9 were both started from

the final configuration af* =1.0. With this exception, all

the runs were contiguous in order of decreasing temperature. On(Zpin) =tan *
During each run, the temperature was maintained constant by

periodicglly rescaling trgnslational and "?‘”9“'” VeIOCitieS‘The overall order parameter for the system is obtained by
We monitored the evolution of the orientational and StrUCtureaveragingP (2s) Over allng.=L,/5z bins:
profiles, to be defined in Sec. Ill, and allowed the profiles to 23 4hi bins™ =2 '
relax to a state from which there did not seem to be any 1 Moins

Y Pazuin) -

further qualitative change. This does not necessarily imply P,=
that an equilibrium state has been reached: as we shall see, Npinsbin=1

1 3 1
Q.p(Zpin) = N_me 58iefip™5 Oap | A(Zi— Zpin),

nx(zbin)

ny(zbin)>
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The definition of profiles for characterizing translational same. Profiles of the director orientatigi(z) [Fig. 4(a)]
ordering is slightly more subtle. In an untwisted smectic, theshow thatn(z) rotates uniformly from one end of the simu-

appropriate quantity to measure would be the structure fagation box to the other. The degree of nematic ordering is

tor, quite Iow:P—2~0.40. There is no sign of any escape of the

S(k)={(|p(k)|?), director toward a uniformly aligned state=z; on average,
(2)  the absolute angle tha(z) makes with thexy plane is~9°
N or less throughout the runs for both system sizes.
On cooling toT* =1.2 the qualitative behavior of the di-
rector profile remains unaltered, although now the nematic

1
W= alth
order parameter has increased RPg=0.59. The profile-

In a well-ordered smectic phase, this functlo_n has a_larg%veraged structure fact&(k,) (not shown retains its axial
peak at the wave vectdr=(27/do)N, whereN is the unit  gymmetry, but the peak is markedly narrower and higher
layer normal, andl, is the smectic layer spacing. We are than atT* =1.4. We also observe a slight shift of the peak
interested in howN, do, and the height of the peak vary toward lowerk. While the bin-averaged structure factor is
along the twist direction. In the TGB phase, we ex@édh  jngependent of, at a givenz the fluctuations toward trans-
each domain to be colinear with the director, and so W&ational ordering are predominantly along the local director.
confine our attention to transverse wave vectors for  Thjs correlation between local translational and orientational
WhICh k,=0. We calculate the structure factor within profile ordering can be seen in Fig(d, in which the shading shows
bins the orientational dependence of the structure pr&ile;z),
Sk, 22 = (| p(K, )| and the dotted line is the transverse director prdfjl€z).
L in) =AIPAEL » Zoin) |/ At T* =1.0, which lies just belowly, for the untwisted
1 system, there is a definite change in the structure. The
iy e S profile-averaged structure factd¥ig. 3(b)], no longer has an
p(K. i Zoin) \/N_bmz.: exp(ik, 1) A (2~ 2o, axial symmetry. Instead, we see the emergence of sharp
peaks at specific wave vectors, whose heights fluctuate
defined as before for a grid of transverse wave vectors conmslowly during the course of the run. This suggests that the
patible with the periodic boundary conditions, given by Eq.system is attempting to form smectic domains. In the
(1), up to maximum valuex, ,k,~2m/o,. Within well- =21 000 system, we see some evidence of domain formation
ordered domains, the first-order peaksSk, ;z,,) lie ona in the structure factor and director profilEBig. 4(b)]. The
ring of radiusky=2w/dj, and we are interested mainly in angular variation oihn and N with z is no longer uniform;
their angular position. In order to represent this dependencéowever, there are no sharp domain interfaces. Examination
we map our data from thek( ,k,) plane to polar coordinates of slices through the configurations shows that there are three
(k,8), and integrate over la shell abouky, to obtain a layer fairly well-ordered smectic regions of distinct layer orienta-
orientation profileS( 6;z,,,). The average o8(k, ;z,,) over tions, separated by boundary regions where the ordering is
profile bins, more nematiclike, which take up the twist. In each of these
domains, the layer spacirmty~4.30. In theN=84 000 sys-

E K - tem, the height of the structure peaks grows more slowly, but
Npinsbiaz 1 S(K. 3 Zbin)., after ~40 000 steps the results resemble those of the smaller
system[see Fig. t)].
is also informative. This isot the same as the structure At T*=0.9, the peaks in the bin-averaged structure factor
factor for the whole systerfEq. (2)], but gives qualitatively ~which we observed ar* =1.0 grow in height, as shown in
similar information on the prevalence of fluctuations towardFig. 3(c). Much more interestingly, the director and structure
smectic ordering at different wave vectors. profiles for theN=21 000 rungFig. 4c)], reveal very clear

We use 40 bins for all our profiles, so that each bin isdomain boundaries. For the particular configuration shown

approximately 2, in width and contains on average around here, there are four domains, with boundaries zaf

500 particles for theN=21 000 system, and 2000 for the ~38, 25, 33, and 60; at other parts of the run the smallest

N=84 000 system. To improve statistics, we averaged th€lomain is not visible. The results from the independent
profiles over several successive configurations. In the discusuench fromT* =1.0 to 0.8(not shown are rather similar,
sion of the results, we drop the suffix “bin” from the  except that the maximum values $fk, ;z) in the center of
coordinatez,, . the domains are somewhat higher. The profiles for ithe
=84 000 systenjFig. 5(c)], also show some nonuniformity

B. Results in the director, although the boundaries are not so clearly

) ) delineated. These results are consistent with a TGB-like
T*=1.4 is well aboveTy, for the untwisted system, and gtrycture.

SO we expect to observe twisted nematic order, but no long-
range smecticlike order. The absence of well-ordered smectic
regions is revealed in the bin-averaged structure factor
shown in Fig. 8a). At this statepoint, the function is radially Our principal motivation for studying single-particle dy-
symmetric, with a broad, low peak at aroukdy=1.7; we  namics is to verify that the ordered domains we observe are
find that the radial dependence for the two system sizes is themecticlike, and not crystalline. The diffusion rate is a useful

p(k)= expik-r;).

Npins

g(kL)z

IV. DIFFUSION
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(@) T*=1.4 (b) T*=1.0

SRS
S(kxky) t"":":“: . S(kxky)

0.02 ‘:‘_‘,’A ,‘tﬁ‘i““‘:“ 5

O N Gavastige el
0.00 "'“ O "/"\‘V“‘:"\

(c) T*=0.9

S(kx,ky)

2.00
1.50
1.00
0.50
0.00

FIG. 3. The profile-averaged structure fac§(rkl) for the N=21 000 system(a) T*=1.4, (b) T*=1.0, and(c) T*=0.9. Here and
henceforth we use dimensionless reduced units based on the Gay-Berne potential pamsgneters,, and the molecular mass, as
defined in the text.

indicator of whether or not the system has solidified. In ajar to the director. In principle, if(r) varies sufficiently
phase, for example smecticor nematic, with uniaxial sym-  slowly in space and time, so that the linear diffusive regime
metry about the directar, there are two coefficien8, and s reached before the particle strays into a region with a
Dy, which correspond to diffusion along and perpendicularsignificantly different director, then values f@, and Dj

ton. They can be defined through the Einstein relations degap pe calculated from these displacements. In order to dem-

scribing the asymptotic behavior of the mean square dispngirate that the particles are diffusing, however, it is suffi-
placement. The definition of diffusion coefficients in a ant to calculate a profile dfir(t)—r(0)|?), i.e., the aver-

twisted nematic or TGB phase is complicated by the Ir]ho'agetotal mean square displacement of particles which were

mogeneity of the _orientational order. In a system with SPA3, each of the 40 slabs at tinte=0. The results for the
t!allly dﬁpendent dlrde_ctolm(r), one can doI:-;fmde, flor eacrr: p?r- =84 000 system al*=0.9 are shown in Fig. 6. The root
t'.c e, the square ISP a_cgments resolved along the Oc%ean square displacement over the entire run of 65 000 time
director evaluated at its initial positiar(0), steps {na,= 160 in reduced unijsis greater than 8 in all
) ) of the profile bins, and the average over the bins isr§.8
ri®=((t)—=r(0))-n(r(0)[), Since this is more than twice our estimated valuagfwe
conclude that, although the diffusion is quite slow, the sys-
and similarly r? (t)=r?(t)—rf(t) for motion perpendicu- tem is certainly not a solid.
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FIG. 4. Profiles showing the orientational dependence of the FIG. 5. Profiles showing the orientational dependence of the
structure factorS(6;z) (darker shading indicates higher values, ar- structure factorS(4;z) (darker shading indicates higher values, ar-
bitrary unit9, and the director profileg,(z) (dotted ling, for the  bitrary unit9, and the director profileg,(z) (dotted ling, for the
simulations withN= 21 000.6 is measured in degreesjn units of  simulations withN=_84 000.6 is measured in degreesjn units of
oy. In each case, the profiles are averaged over 1000 time stepsy,. In each case, the profiles are averaged over 1000 time steps,
near the end of the run concerndd) T* =1.4 (structure factor near the end of the run concerndd) T*=1.2. (b) T*=1.0. (c)
independent of) and not showh (b) T*=1.0.(c) T*=0.9. T*=0.9.

V. STRUCTURE OF INTERFACIAL REGIONS o . . . .
and distribution of defects seen in our simulations with the

Our orientational and structure profiles are consistent witfRL theory.
the TGB structure, but they do not shed much light on the
structure of the domain interfaces. Since these interfaces oc-
cupy only a small fraction of the sample volume, it is diffi-
cult to probe their structure in x-ray scattering experiments, Twist defects lying in the plane of the domain boundaries
and to date no direct experimental evidence for the presenagn be seen directly, by inspecting images of slices taken
of the twist defects predicted in the RL theory exists. Com-through the configurations, perpendicular to the twist axis. In
puter simulation allows us to investigate the domain bound¥Fig. 7, we show three successive slices, taken from the final
aries much more closely. In this section we describe the tecrsonfiguration of the runs a* =0.8. Slices(a) and(c) both
nigues we use to search for defects, and compare the natushow more-or-less uninterrupted smectic ordering, in two

A. Configuration slices
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By constructionG(I') is greatest whef' lies along a twist
defect.

The density which appears in E@) is obtained by aver-
aging over a number of successive configurations, to im-
prove statistics. The rate of single-particle diffusion gives a
conservative estimate of the length of time over which we
can perform this averaging without smearing out the density
modulation. In practice, the number of configurations is lim-
ited by the computational expense of calculatidgalthough
this was reduced considerably by using a linked cell search
to extract molecules lying withifR- .

The arrangement of defects in the system is described as a
o set of chains of segments, oonformation Q={I";}. The
major contributiong’ (1), to theglobal goal functionG((2),

FIG. 6. Profiles of total mean squared displacement, at the tedS @ SUM of single-segment terms,
peraturelT* =0.9, from theN= 84 000 run. Distances are in units of Nsegs
o, and timet in time stepsAt=0.0025. G'(Q)= 21 G(T)).

<lr(t)-r(0)I%
80 - bin

60 |

different orientations, and a twist defect can be clearly see
running diagonally through the central sli@@). The orien-
tations of the smectic layers above and below the layer ar
approximately 117° and 126°, so this defect creates a grai
boundary withA 6~9°.

51|owever, in order to obtain a well-defined optimization
roblem, several additional points must be considered. First,
Ewe evaluation of5(I") is clearly meaningless if the segment
IS too short(comparable with the smectic layer spaging/e
Identifying defects in this way is tedious, and is particu—the.Erezfore impose a minimum lengthyniy on every segment.
It is also convenient to impose a maximutfy,,,, of the

larly difficult if the defects do not lie in the plane of the der of th odic box di . Next dt
slices. To overcome this problem, and allow a more systemc-)r er ot the periodic box dimensions. Next, we need 1o pre-

atic investigation of the defect distribution, we developed vent the total length of the chains from growing without

method for searching for them automatically. Briefly, this 20u"d- While we do not knova priori the total length of
works as follows: we define goal functionwhich gives a defect, we estimate that it will be of the ordet {/2d,. This

numerical measure of how well the ordering in the neighbordS the total length predicted on the basis of a regular network

hood of a given line segment conforms to the topology ofof twist defects producing a/2 twis; in the box. We there-
twist defects shown in Fig. 2; then we seek to maximize thidore place an upper bourid,.~ L /2d, on the total seg-

several may choose to lie along the same defect. To inhibit

this, we impose a limit on how close the line segments may
o _ ) ~ approach each other. We imagine a hard spherocyliSgder
In the RL theory, the defects are infinite straight lines inof radiusr ,,, and length/-, coaxial with eacH’. Pairs of
thexy plane, but we do not assume this. Rather, we reF’_resei’s},bherocylinderséﬁ‘ri,SFJ_) are permitted to overlap only if the
B s o cornecled e Segmniaesited I goresponding K1) are neignboring segmenis on the
single se .mentG(F) Inpc lindrical cooréginates based on ome chain. Finally, we add a termANenains tO the global
g 9 } yi goal function, favoring longer chains over a large number of
the line segment,r(¢,{), with the ends ofG(I') at {= isolated segments
+ /112, we define a particle number density which takes int '

. ) . 0 A precise definition of our problem is now possible: we
account the twist, with specified wave numieabout thel must maximize

B. Definition of goal function

axis:
G(Q)=G" () — NN¢pains, (4)
pa(l'.k)= erdr p(r) exditke=¢)], ©® subject to the spherocylinder overlap constraint, along with
the conditions
where Ry is a cylindrical shellr ,;,<r<rmax |£|<*/7/2. Nsegs
We then defings(I") by taking the square modulus, normal- /min</l"i</max Vi and E /Fisl-max- 5)
izing by the number of particles withiR-, and maximizing =1
overk:
C. Maximization of goal function
|pa(T k)| We use thesimulated annealingnethod[17] to maximize
Sd(ryk):—fR ar p(n)’ G(Q) subject to the constraints, sin€® has both discrete
T

and continuous degrees of freedom: the partitioning of seg-
ments among chains, and the positions of the nodes at which
G(I')=maxSy(T k). segments are connected. We choose a satioéaling moves
k My, My, o0 M, each of which modifies the conforma-
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FIG. 7. Three successive slices of thickness 3gderpendicular to the twist axis, from one of the configurations at the end of the run
at T* =0.8. The central slice contains a twist defect, running diagonally through the box, indicated by arrows. The molecules are reduced in

size for clarity.

tion in some way. We begin with a random conformation The annealing moves we use, shown in Fig. 8, involve
Q,, and set theannealing temperature to somer,>0. At  displacement of a node joining two segments, transferral of a
each steps of the annealing process, we select one of thesegment from the end of one chain to another, and breaking
movesM; at random, and apply it to the current conforma-a chain at a node. These three types were attempted with
tion, generating atrial conformation Q" = A1,Q,. We  relative frequencies 10:1:1, respectively. The size of dis-

then calculate the change in the goal function, placement moves was reduced adaptively as the temperature
» was lowered to maintain a constant acceptance rate of around
AG=G(Q8) —G(Qy). 30%. We adopted a linear reduction ofrom 7, to zero for

the annealing schedule. The other relevant parameters in the
If AG>0, then we accept the move, i.e., we $t,, Simulated annealing process were chosen somewhat empiri-

=QU® _ If the trial conformation has a lower goal function, cally: their values are listed in Table II.
then we accept the move with a probability exg(r); oth-
erwise we retain the unmodified conformatiéhn,, ;= .
Over the course of the run, the “temperature’is gradually The method outlined above successfully locates the defect
reduced to zero, so that eventually only moves which inwhich we found by eye, and many others. Moreover, inde-
crease the goal function are accepted. This procedure is guggendent annealing runs on a given density distribution start-
anteed to find the global maximum provided thgtis large  ing from two different random conformations of unisegment
enough, the moves are sufficiently general to allow exploraehains give fairly repeatable results: the final conformations
tion of the entire space of conformations consistent with thediffer only in the positions of a few segments, and most of
constraints, and is reduced sufficiently slowly. these clearly do not correspond to well-defined defects.

D. Results
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(a) o (b) 0.59 0.68 0.69 0.57 0.35 0.32 0.60

FIG. 8. Annealing moves for maximizing the goal function for
detecting defectDisplacemenbf (a) an interior node, andb) an
end point.Segment transfefc) from one chain to another, anid) 049  0.62 0.71 0.53 0.73 0.74
to the opposite end of the same chd#). Destruction,i.e., transfer i . ) . )
from a one-segment chaiff) Disconnectiona chain is broken at  F1G- 9. The final chain conformatidi, obtained by running the
one of its interior nodes. None of the segment conformations ar§imulated annealing program on the last five configurations of the
changed, but there is a decrease in the goal function sipge, | — 0-8 run, in theN=21 000 system. For each segment, we show
increases by 1. the goal functionGy-. For clarity, twisted periodic boundary con-

ditions have been applied to some segments to return them to the

The simulated annealing results for the final confi ura_basic simulation cell: solid lines indicate segments which are actu-
tions atT* 9 9 ally joined, dotted lines show segments which are almost joined.

S 0.8_fr0m thel\_|= 21000 simulqtions are shown Apparently free ends of chains are shown with lines terminating in
in Fig. 9. There is qualitative agreement with the TGB defect, point.

structure in several key respects. In the majority of cases, the

distribution of molecules around each segment corresponds e total amount of twist in the simulation cell is explained

with the twist defect structure. All of the segments found Iieby the presence of well-defined twist defects found by our
approximately in thexy plane, and their orientations follow annealing program.

the position of the peaks in the structure profile. The three \ye 150 analyzed the final configurations from the
defects at the bottom of the picture are oriented alongythe _ g4 000 runs a* = 0.9, and here too we found many seg-
axis. A grain boundary consisting of defects with separatiofenis which correspond to well-defined defects. The distri-
/q=L, I3 anddo_z 430 WOL!|d give A #~19°, whereas the _bution of these segments is shown in Fig. 10, and the mo-
structure and director profiles show that the actual graifgc |5y arrangement in the neighborhood of a typical
boundary angle is nearer 28°. This discrepancy is presumsyample in Fig. 11. The results are qualitatively similar to

ably due to other less well-defined defects, or nematic reg,qse described above. Interestingly, in this case the distri-
gions, involved in this boundary that are not detected by oUf tion of defects along the axis is more uniform. This is

program. Finally, considering only segments around whicty,ngistent with the structure profiles in Figch where we
the ordering is convincingly helical, the total length of defeCtgge that there is a large degree of local smectic ordering, and
segments foun<2:i in this particular configuration is @95  yet it is difficult to identify grain boundaries at specific val-
compared torL{/2dq=5700y, i.e., slightly more than half a5 ofz. This does not simply indicate that the intrinsic
grain-boundary width is larger foN=84 000 than forN
TABLE II. Parameters used in the simulated annealing program.— 21 000: the apparent width will also be larger due to the
greater scope for fluctuations away from the idealized case of

Number of attempted MOVEEyeps 10 a planar interface, perfectly normal to the twist axis.
Number of segments 22

Maximum total defect length may 600w VI. DISCUSSION AND CONCLUSIONS

Bounds on segment lengthn</1</max  100</p<L, /2

Chain weight\ 40 We have performed extensive large-scale molecular-
Initial annealing temperature, 40 dynamics simulations of a system of particles interacting via
Cutoff radii for Ry : Fmin<l <T max 200<r<5.50, a particular parametrization of the Gay-Berne potential. In

order to represent the effects of molecular chiraliby an
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FIG. 11. The arrangement of molecules within a cylinder of

externally applied torgye twisted periodic boundary condi-
tions were used. Starting from a twisted nematic phase, we
investigated the structure that forms on lowering the tem-
perature below that of thﬁ—tSA transition in t'he untwist(_ad' radius 7r, coaxial with a typical segment, in té=84 000 sys-
system. We calculated profiles to characterize the variatiof,, The molecules are reduced in size for clarity.

of orientational and translational ordering along the twist
axis. These results |.nd|cate the development of several sme fabilize the TGB phase in some way, we have conducted
ticlike domains, which at lower temperatures are separate

: . . . onte Carlo simulations of thé\=21 000 system, af*

by well-defined grain boundaries. To this extent, the struc-_ . ) . X -
. . .~ =0.9, starting from the final configurations of the original
ture we observe corresponds with that of the twist grain-

boundary(TGB) phase. In order to study the interfacial re- MD runs at this temperature. After 20 000 MC attempted

gions, we have developed a technique for locating ling OVES Per particle, no change at all in the TGB domain

defects in molecular configurations, based on simulated a structure is seen. ldeally, we would like to repeat and extend

. . o . . ; O A ese simulations, but we are limited by the expense of simu-
nealing. By using this in conjunction with an appropriate,_.
Jlating such large systems.

goal function, we have attempted to characterize the distri- If the simulation time scale could be extended sianifi-
bution of twist defects. Again, bearing in mind the limited . : 19
system size and the very long time scale for motion of de_cantly(and this would almost certainly mean abandoning the

fects, the nature and distribution of defects observed in Ourrnolecular-dynamlcs description in favor of a more coarse-

simulation is in good qualitative agreement with the TGBgrained schemeour simulated annealing technique could

structure. The pitch of the twist we apply to our system, and: Iso be used to investigate tynamicsof defects. Their

X ; motion could be tracked from one density distribution to the
other key physical parameters, are in reasonable agreemen ; )
) ' . . next by means of short annealing runs at low annealing tem-
with experimental resultf6], and are summarized in Table : .
i perature. We did not do this because our runs are much too

We have observed the TGB phase to faspontaneously short(of the orderf.<|)f nan*oEeconds in real timeur :irector
on cooling a uniformly twisted nematic phase, but the timeand structure profiles at* =0.9 and 0.8 do not change ap-
scales involved are quite long: it is reasonable to ask whether i _
the observed structure might reflect the initial conditions, or _ABLE Ill. Comparison of key physical parameters of system
perhaps that, having formed, it might relax to a different Vi the experimental results of Goodey al. [2].

structure, given sufficient time. To give more confidence in

Simulation Experiment

the results, we have conducted additional simulations. Firs .

we have conducted a quench for the=21 000 system from broperty (units ofoo) (nrm
T*=1.0 toT*=0.9, starting from a twisted nematic phase Smectic layer spacingd, 4.3 4.1
prepared completely independently from the original simulaHelix pitch 320 500
tions. After 88 000 MD time steps, the initial stages of TGB Smectic domain size, 20 24
structure formation are clearly evident. Second, to investipisiocation line separatiory 11 15

gate the possibility that our MD method might artificially
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preciably once the domains have formed, and this suggest®ns of larger systems for longer times, or by some combi-
that the network of defects is fairly static on the time scale ofation of molecular modeling and continuum modeling.
the simulations which we have undertaken.

We should point out the limitations of the current work.
We have not estimated the shift in tNe— S, transition tem- ACKNOWLEDGMENTS
perature due to the imposed twist, which would be interest-
ing to measure, but will require much longer runs. The de- This research was supported by EPSRC to M.AAW.,
gree of disorder in our systems should not be overlookedthrough the provision of computer hardware, and through an
despite our reference to the Renn-Lubensky theory, onlgllocation of time on the Cray T3D at Edinburgh University
about half of the twist in our systems is directly attributed tounder the High Performance Computing Initiative. We grate-
explicitly identified defects. Also, it is a fact that our system fully acknowledge the contributions of Bill Smith and Alain
is only large enough to include a few grain boundaries, eaclauron to the development of ttGBMEGA code, and the
of which contains a small number of screw dislocations. Furassistance of Muataz Al-Barwani in conducting some of the
ther information could be obtained by brute-force simula-runs.
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